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ABSTRACT
Geographic space is abstracted into a meta-semantic object (MSO), 
which is regarded as the smallest storage unit according to the 
semantic constraint principle and the characteristics of spatial-
temporal information. An efficient organization and storage method is 
proposed by adopting the strong expansibility and real-time reading 
and writing characteristics of HBase through the encapsulation of MSO 
spatial-temporal information. This paper focuses on the classification 
and abstraction of geographic spatial-temporal information. The 
HBase platform is used as a carrier for the storage of massive spatial-
temporal data. An HBase storage model is built by constructing a 
spatial-temporal data table and designing the physical structure of 
the MSO. By comparing the query time of the proposed model with 
that of the traditional spatial-temporal data model, the experimental 
results show that the query speed of the proposed model is higher. 
This provides a new idea for the organization and storage of massive 
spatial-temporal data.

1.  Introduction

With the rapid development of geographic information systems (GIS), spatial-temporal data 
are increasing dramatically (Ranjan et al. 2016). The construction of a smart city requires the 
effective organization and management of complex spatial-temporal information, such as 
coordinate information, text information and radio frequency identification (RFID). 
Consequently, more and more GIS applications have been used to build smart cities (Huang 
et al. 2016). Traditional spatial data storage systems are built by relational databases that are 
extended for spatial data. Generally, these systems are used to store structured data, but 
there is a certain lack of storage suitable for massive and unstructured data. Based on this, 
key aspects in the further development of GIS are the storing and processing of massive 
spatial-temporal data more clearly and completely (Wang et al. 2014, 2015, Deng et al. 2015, 
Ma et al. 2015). Therefore, the emerging Not Only SQL (NoSQL) provides technical support 
for the storage of massive and unstructured spatial-temporal data. The cloud platform (Karun 
and Chitharanjan 2013), which has high availability and real-time reading and writing char-
acteristics that support massive data storage and management, plays an important role in 
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big data processing. As a cloud storage database, the Hadoop database (HBase) is a  
distributed, fault-tolerant, highly scalable, column-oriented, NoSQL database. It is an 
improvement of the Hadoop distributed file system (HDFS) (White and Cutting 2009) and 
creates a massively scalable and high-performance platform that handles heterogeneous 
data, including non-textual data types (George 2011). It provides a platform and method 
for users to manage GIS spatial-temporal data.

Recently, there have been studies on the organization of spatial-temporal data and HBase-
based storage for it. Information for time, space and attribute has been organized by 
object-oriented technology in GIS (Gong 1997, Zhang et al. 2002). The state of geographic 
space and urban traffic data were organized and managed based on the changes in an object 
(i.e. the sequence of events) (Kathleen and Max 2000, Liu et al. 2003). A geographic spatial 
data model was constructed based on the characteristics and processes of spatial-temporal 
change (Albrecht 2005, Wu and Lue 2008). The data models mentioned above are specific 
for describing geographic spatial-temporal information, but a majority of these models are 
stored in relational databases. Relational databases have shortcomings that cannot be over-
come in organization and storage of geographic spatial-temporal information. With the 
development of NoSQL and HBase, there is a new platform for the organization and storage 
of spatial-temporal information. For example, a type of massive image storage technology 
based on HBase solves the problem in HBase, which is a lack of parity and alignment of the 
byte arrays; this idea has been applied in urban monitoring systems (Zhu and Zhai 2013). A 
distributed storage scheme in HBase based on a Hilbert R-tree index for spatial vector data 
was proposed (Wang et al. 2013). Based on HBase, a two-layer storage framework was pro-
posed to meet the needs of data storage in large-scale wireless sensor networks (Zhou and 
Chen 2012). Moreover, there have been a great number of HBase-based studies regarding 
spatial indexes. The storage and rapid query of image data are realized using the distributed 
storage index structure of massive remote sensing data in Hadoop (Lei 2010). A vectorized 
spatial data distributed storage model and a spatial index method are proposed based on 
HBase (Fan et al. 2012). The resource description framework (RDF) data storage model is 
based on HBase, includes eight types of query algorithms, and proves to be feasible (Papailiou 
et al. 2014).

Although there are an increasing number of applications for HBase, most of them are 
used in computer data processing. There are few applications in GIS regarding the large 
amount of spatial-temporal data and the efficient storage of spatial-temporal data. In fact, 
the existence of HBase provides storage schemes for spatial data. Excellent high-performance 
computing frameworks have also emerged for the derivation of hidden relations and factors 
from multidimensional big data (Chen et al. 2015). However, there is less research on the 
storage of geo-spatial information after the precise and detailed organization of the storage. 
In summary, with the development of the Internet (Web 2.0) (Cox 2008, Shin and Kim 2008, 
Iwata 2012), the volume of spatial-temporal data generation is of the order of hundreds of 
millions every day. Based on the shortcomings of traditional databases in terms of scalability 
and the real-time interpretation of massive multiple heterogeneous data, this paper analyses 
the basic frame and storage principles of HBase and abstracts geographic spatial-temporal 
information according to the characteristics of spatial-temporal data. Then, the packaging 
of geographic spatial-temporal information is accomplished based on HBase storage. An 
efficient organization and storage model for spatial-temporal information based on HBase 
is constructed.
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2.  Principles of HBase data storage

The storage of spatial-temporal data needs to meet the demands of high-speed data storage 
and queries, massive data storage, and high scalability and operability due to the inception 
of big data. HBase is an open-source application that stores structured, semi-structured and 
unstructured data by column on Google’s Bigtable (Cheng et al. 2010). It is a foundation for 
the efficient organization of spatial and temporal data.

2.1.  Logical model of HBase

With the characteristics of sparse data storage, persistence and multidimensional mapping, 
an HBase table represents a mapping relationship that can be used to locate specific data by 
row, row+time-stamp or row+column (column family: column modifier) (George 2011). HBase 
logically organizes the data into nested mappings, and its sparseness allows for white space 
when the data are stored. HBase has only one RowKey for determining the storage column. 
Row information includes RowKey, TimeStamp and family Information. A column family con-
tains the contents of several columns. Therefore, a row can be expressed in this form (i.e. 
RowKey, TimeStamp, Column family). The logical view of HBase is shown in Table 1.

RowKey in the above table consists of any string with a length that does not exceed 64 KB, 
which is equivalent to the unique key of the primary table and cannot be empty. Each HBase 
RowKey corresponds to each input row data, and is divided into multiple regions according 
to RowKey. In addition, each Region Server manages one or multiple unused regions, then 
it implements the distributed read and write operations. All records in the table are scanned 
for access through a single RowKey or an activity-full table in RowKey Region.

The modes of ‘column family: qualifier’ are defined when the HBase table is created. Each 
HBase table consists of one or more column families, and each column family is composed 
of multiple columns. The number and type of columns do not need to be defined because 
the ‘column family: qualifier’ can be expanded dynamically.

TimeStamp represents the temporal characteristics of the data in HBase, and is expressed 
as 64-bit integers and is automatically assigned by the HBase system when writing data. The 
most recent data are at the top of the HBase table according to the written data order. The 
value of each data unit consists of RowKey, column family: qualifier and TimeStamp.

2.2.  Physical model of HBase

The HBase data table for the logical model is composed of many rows, but HBase data are 
based on columns in the actual physical storage. The HBase data storage diagram from the 
logical model to the physical model is shown in Figure 1.

Table 1. Logical view of HBase.

RowKey TimeStamp

Column family: c1 Column family: c2 Column family: cn

Column Value Column Value Column Value
r1 t7 c1:1 v1-1/1

t6 c1:2 v1-1/2
t5 c2:1 v1-2/1

r2 t4 cn:1 v2-n/1
r3 t3 c1:1 v3-1/1

t2 c2:1 v3-2/1
r4 t1 c2:1 v4-1/1
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As shown in Figure 1, data in a logical model are stored from Row 1 to Row n logically (i.e. 
row-by-row), but are stored by column families in the actual physical storage. The value of 
each column family and its corresponding RowKey and versions are stored in an independent 
file, which stores the information for each row in different column families.

3.  Geographic spatial-temporal data organization based on HBase

Given spatial-temporal data characteristics in large amounts, from multiple sources and with 
complex structures, which are combined with the storage structure of HBase, urban spa-
tial-temporal entity information such as file data, map data and radio data are abstracted 
into multiple meta-semantic objects.

3.1.  Object-oriented representation of geographic entities based on HBase

HBase can split the region automatically when data in the record table exceed a certain 
threshold; therefore, HBase tables are not limited in size. Spatial-temporal data using as 
much detail as possible and following a set of rules are described to meet the requirements 
of efficient organization and management.

Spatial-temporal entities are divided into MSOs, composite semantic objects (CSOs) and 
aggregate semantic objects (ASOs) according to the combination of semantic and spatial 
constraints. These entities consist of basic attributes, general attributes, geometric objects, 
method sets, non-spatial semantic relations and spatial semantic relations. They can realize 
the complete define of spatial-temporal data, describe the information of geographic entities 
in detail, and construct a spatial-temporal data model with object-oriented technology, as 
shown in Figure 2.

Definition 3.1: a geographic entity is a complete minimum logical unit that has an objec-
tive geometrical structure and shows dependent semantic attributes. Geographic entities 
have the following characteristics: (1) an arbitrary geographic entity is identified by a unique 
identifier (ID); (2) a set of attributes (e.g. type attributes and spatial attributes) is used to 
identify a unique geographic entity; (3) an MSO is characterized by temporal features, spatial 
features and attribute features, and there are different basic topological and metric relations 
among different MSOs; (4) according to the combination of the meta-semantic objects (i.e. 
the combined or aggregated relationship between similar MSOs), the entity-object-oriented 

Figure 1. The HBase data storage diagram from the logical model to the physical model.
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technology of the geo-spatial data is abstracted as a combination of the semantic object 
and the aggregative semantic object. A geospatial entity is abstracted into a CSO and ASO 
combination of the object-oriented technology. The mathematical expression is as follows: 
S = f(s1, s2, ⋯, sn), where S represents geographic space, s represents a separate geographic 
entity, and geographic space S consists of several small geographic entities and their spatial 
relations.

(1) Description of the MSO
Definition 3.2: the MSO is a semantic object that has independent features in geographic 

space. An MSO has the following characteristics: (1) it can exist independently and (2) it 
cannot exist independently on the Earth’s surface, but it needs to be attached to other 
objective geographic entities. An MSO is a basic unit for geographic entities, and a geo-
graphic entity is composed of different MSOs. An MSO serves as the RowKey in the HBase 
list table. This is expressed mathematically as follows:

 

where Code represents the classification code of the MSO; CN represents the MSO classifi-
cation information, such as architecture; OID represents the ID of the MSO; ON represents 
the standard name of the MSO (e.g. the Yangtze River);  

{

Ai

}

 represents the common attribute 
set; G represents geometric features;  

{

OPi
}

 represents the method set; 
{

ARi
}

 represents the 
non-spatial semantic relationship set, which is composed of non-spatial expressions of 
semantic objects (e.g. how an educational building is a part of a school); 

{

SRi
}

 represents 
the spatial semantic relationship set, which is composed of the spatial relationship between 
MSOs.

An MSO is expressed through an object-oriented technology composite based on formula 
(1). An MSO describes spatial semantic relations, non-spatial semantic relations, geometric 
expressions and operations using basic semantic coding types. The structure of an MSO is 
shown in Figure 3.

(2) Description of the CSO

(1)MSO =
{

Code,CN,OID,ON,
{

Ai

}

,G,
{

OPi
}

,
{

ARi
}

,
{

SRi
}}

Figure 2. Object-oriented GIS data model.
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If geographic space is expressed only using separate MSOs, it will ignore the combination 
relationship among different MSOs and acquire an increase in trivial information. Therefore, 
several indivisible meta-semantic objects are expressed as a whole when combined with 
object-oriented technology. For example, a table is expressed in the form of combined 
semantic objects. These MSOs constitute a composite semantic object with the character-
istics of spatial and non-spatial relationships.

Definition 3.4: a geographic entity composed of multiple MSOs has a part-whole rela-
tionship, but the whole and the part are a type of organic unity and are not the simple part 
sum. Therefore, the entity is defined as a CSO.

The parts of a CSO cannot be separated from the whole. A CSO not only has all the attrib-
utes and features of MSOs, but also has its own structure and space-time characteristics. Its 
mathematical expression is as follows:

 

(3) Description of the ASO
Definition 3.5: the ASO is a super object composed of many types of geographic entities, 

such as MSOs, CSOs and its own attributes. The ASO, which takes a solid object in a complete 
geographic space as a whole, is not limited by layers or relative distance and realizes the 
overall expression of real geographic entities. Its mathematical expression is as follows:

 

In the above formula, SLi represents the spatial level of the feature space where the ASO 
is located.

3.2.  Expression of the spatial relationship of semantic objects

Geo-spatial cognition research mainly includes the process of geo-spatial perception and 
the process of geo-spatial thinking information. The geo-spatial information cognitive model 
converts information from the real world into simulated space and describes geographic 
space according to the geographic position of geographic things (i.e. where) and the nature 

(2)CSO =
{

Code,CN,OID,ON,
{

Ai

}

,G,
{

OPi
}

,
{

ARi
}

,
{

SRi
}

,
[

MSOi

]}

(3)ASO =
{

Code,CN,OID,ON, SLi ,
{

Ai

}

,G,
{

OPi
}

,
{

ARi
}

,
{

SRi
}

,
[

MSOi

]

,
[

CSOi

]}

MSO 

+Semantic types of coding 
+ Type tagging name 
+MSO name 
+MSO code

Non-spatial semantic relations 

Attribute set

+Attribute 1 
+Attribute 2 
+Attribute 3 
+

Geo-object Spatial semantic relations Method set 

Topological relation 

Direction relation 

Distance relation 

Figure 3. MSO structure and attributes.
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of geographic things (i.e. what). The unique RowKey is determined by a semantic object, 
which can save all types of information regarding geographic entities and preserve semantic 
relationships between entities (Wu et al. 2015).

Geographic space is described by geo-spatial entities in the whole space. Its mathematical 
description is as follows:

 

In the above formula, E =
{

e
1
, e

2
,⋯ , en

}

 represents a collection of geo-spatial entities 
ei(1 ≤ i ≤ n), and R represents the relationship between geo-spatial entities (ei).

Each MSO uses the unique information identifier (ID) to distinguish itself from other MSOs, 
and it is also used to determine the RowKey. The ID of an MSO has uniqueness and invaria-
bility. The spatial and attribute information of the MSO changes over time. The expression 
of the spatial relationships between MSOs is as follows:

 

In formula (5), uID represents a unique identification code of the MSO in geo-spatial space; 
S(t) represents the spatial features of MSO changes over time; P(t) represents a set of attribute 
characteristics of the MSO; T

(

Ts, Td
)

 represents the start and the end times of the MSO 
changes; Ts, Td represents the valid time and transaction time, respectively; A represents the 
time, space and the attribute operations of the MSO.
 

 

In formula (6), ���⃗p
1
=
{

p1, p2,⋯ , pn
}

 represents a set of spatial data for an MSO. In formula 
(7), Ai

j is the jth attribute characteristic of an MSO at moments ti, j ∈ [1,m], and i ∈ [1, n].

3.3.  Organization and storage processes of geographic spatial-temporal data

Spatial-temporal data organization is actually an abstract expression in the HBase environ-
ment (Long et al. 2011). When modelling geographic space, an MSO is the smallest object 
regarding organization and storage. It further packages the attributes and operations of 
CSOs and ASOs to avoid data redundancy and improve data transfer and development. 
Spatial-temporal semantic object organization based on HBase is shown in Figure 4.

Based on Figure 4, the object is represented by the bridge between the real world and 
the organization model in complex geographic space.

4.  An efficient spatial-temporal information model constructed based on 
HBase

4.1.  The efficient storage process of spatial-temporal data based on HBase

HBase is organized using a master/slave framework inside a distributed framework based 
on the efficient organization of geo-spatial information (Ding 2014). Spatial-temporal 

(4)S = {E , R}

(5)MSO =
{

uID , S(t), P(t), T
(

Ts, Td
)

,A
}

(6)S(t) =
{(

���⃗p
1
, t

1

)

,
(

���⃗p
2
, t

2

)

,⋯ ,
(

���⃗pn, tn
)}

(7)P(t) =
{(

A1

1
,A1

2
,⋯ ,A1

m, t1
)

,
(

A2

1
,A2

2
,⋯ ,A2

m, t2
)

,⋯ ,
(

An
1
,An

2
,⋯ ,An

m, tn
)}
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information is classified and sorted by the HBase system and stored by a physical medium 
in the form of an HBase table. The spatial-temporal object that corresponds to the data of 
an MSO is stored on the same server or on a different server. The scalability of HBase is defined 
by a region that can split automatically when the region data are accumulated to a certain 
extent. After splitting, two sub-regions are assigned to different region servers by mul-
ti-threaded parallel writing to the HBase storage system. The efficiency of the HBase storage 
and its management of geo-spatial data is improved by MapReduce computations (Eltabakh 
et al. 2010, Feng et al. 2011, Kang 2011). The storage process based on the geographic data 
of HBase is shown in Figure 5.

4.2.  HBase storage module design

In the data visualization module, HBase can solve the problem of massive and heterogeneous 
data storage, and it can use MapReduce calculations to improve the HBase data storage 
system (Ren 2011, Liu et al. 2013). There are often two types of spatial data that appear when 
performing calculations on data. One is the temporary data of spatial-temporal information 
of mobile geographic entities, which changes frequently. The other is the amount of data 
that is increasing, which will be applied less in the future. The use of MapReduce calculations 
can effectively solve the above two types of problems. During the the design of the data 
storage module, the MapReduce calculation program is often used to address the file in the 
HDFS and convert it to an HBase file type, which then uses an open-source program to input 
the HBase data. The frame diagram of the data storage is shown in Figure 6.

HBase is stored in an HDFS distributed storage system. HDFS is responsible for data stor-
age and platform compatibility issues. In addition, the combination of Hive, Pig and other 

Figure 4. Organization process for spatial-temporal data based on HBase.
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HBase tools in the Hadoop platform satisfies the requirements of data storage and the 
demands of analysis. Specifically, regarding the increasing and massive quantities of struc-
tured data, unstructured data and semi-structured data in geo-spatial space, HBase makes 
good use of the characteristics in the MapReduce computation, the splitting of regions and 
the unconstrained and extensible column storage. It realizes the storage and management 
of these massive, multisource heterogeneous data.

Figure 5. Distributed storage process of geographic information.

HDFS file 

HFile Local file 

HBase database 

MapReduce program HDFS download 

Build index 

HBase database HBase database 

HBase storage 

Figure 6. Frame diagram of the data storage.
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5.  Experimental analysis

5.1.  Application of proposed data model

The model proposed in this paper aims to store the geographic information in space with 
detail and precision. This paper takes the road information of a city as an example to describe 
the process of information storage and compare it with the traditional data storage method. 
The HBase physical storage table is designed for every spatial-temporal MSO abstracted 
from the geographic entities in a city. The HBase table is divided by units according to the 
HBase column storage characteristics, and different types of object tables are established 
in the geo-spatial space of a city. The overall structure of geo-spatial information of a city is 
shown in Table 2.

In Table 2, the ID of the city name is used as the RowKey in the HBase storage, and the 
TimeStamp is the version time in the established table. The HBase storage table of the urban 
geographic space mainly includes two families: composition and attribute. The composition 
family represents the composition of the urban geographic entities, including a collection 
of geographic entities, such as city roads, buildings, facilities and other entities. The attribute 
column family stores attribute information of the MSOs, CSOs or ASOs, including the name, 

Table 2. The overall structure of the geo-spatial information of the city.

RowKey Stamp time

Column family Column family

Attribute Value Composition Value
City name ID 
VT

Attribute:Name the name Composition:Roads road1, road2⋯
Attribute:Type the type Composition:Facilities station1⋯
Attribute:Address the address Composition:Buildings building1⋯
Attribute:Area⋯ the area⋯ Composition:Moving 

Objects
vehicle1⋯

HBase Client 

Region Server Hmaster 

Server-side Server-side Index 

RowKey Column Family: 

001 X 

003 Y 

002 Z 

004 Z 

RowKey Column Family:

001 X 

002 Z 

003 Y 

004 Z 

Compressor

Figure 7. Two-level index overall architecture diagram.
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area, type and other attributes of the buildings. For example, the HBase storage table of a 
road is shown in Table 3.

From Table 3, the road ID is identified by the RowKey in order to ensure each row of data 
is unique. The attribute and segment column families were designed to express the road 
clearly. Attribute describes the road attributes, such as name, type, length and width. 
Segment describes the road segment information and the value of the road information.

The road is composed of numbers for each section. Each section can be used as an MSO 
for organization. The HBase storage table of a road segment is shown in Table 4.

Table 4 shows the RowKey that represents the unique identifier for each row in the linked 
HBase storage table. The attribute column family is similar to the road attribute information 
(e.g. name, type, length and width of the road section). The MSO column family identifies 
the spatial information of the respective road section. The value describes the unique infor-
mation of an MSO. In addition to the road, other entities in urban geo-spatial space are also 
represented according to formula (1).

5.2.  Two-level index query of spatial-temporal data based on HBase

The query for massive spatial-temporal data based on the RowKey uses two-level index 
query technologies in HBase from the spatial-temporal storage model. The key words and 
corresponding spatial-temporal information are input in a client window, and the index of 
the input content is realized using a parallel computing framework with MapReduce pro-
gramming. On the same region server, only one connection with the region server is estab-
lished, which not only reduces the complexity of the connection, but also improves the 
query speed.

The HBase architecture of the two-level index query is shown in Figure 7.
The column family: qualifier is used as the Index because HBase is stored according to 

the column family. The index value is stored as original RowKey in the HFile and written in 
a specific folder corresponding to a Region using StoreFile.

First, a user sends the query request, and the master server reads the query service require-
ments and builds the index. Second, regarding the server side, a two-level index for man-
agement is established in the indexing compressor simultaneously. Each region on the region 
server side provides a call-back function for the client data to obtain, write, delete, scan and 
perform other operations in the indexing compressor. Finally, the call-back function is over-
loaded to achieve efficient organization, storage and query of the geo-spatial data. The 
example and the index values corresponding to the example are shown in Table 5.

As shown in this table, the index table is related to the RowKey and the column family: 
qualifier. The table is arranged on the order of RowKey-Value in the original table, and the 
order is Value-RowKey in the index table. As shown in Table 5, there are the specific example 
and the index values corresponding to the example. The following key value pairs are stored 

Table 3. The HBase storage table of a road.

RowKey Stamp time

Column family Column family

Attribute Value Segment Value
Road ID VT Attribute:Name 

Attribute:Width
Attribute:Length⋯

the name Segment Segment1,  
Segment2, 
Segment3⋯

the width
the length⋯
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in the HFile: (Value1, Row21), (Value1, Row23), (Value2, Row22), (Value2, Row25), (Value3, 
Row24).

A concrete application when querying the index from the main table is shown in Figure 8.
The process is as follows: the region calls the open scanner when the client initiates a 

query interface; the region observer can capture this event and issue a notice to the interface, 
then the index table query is implemented by the function. If the query context is empty, it 
returns null and needs to use a full table scan query; if it is not empty, the real data table 
record is queried and the result is returned to the client using the region scanner. The imple-
mentation process of the two-level index query of GIS spatial-temporal data is shown in 
Figure 9.

As shown in the above figure, the query contents are matched with the keyword based 
on the HBase spatial-temporal data storage model, where GIS spatial and temporal data 
have efficient organization, and the query structure is imported into the user’s requested 
HBase data table after the MapReduce calculations have been performed; then, the data 
search operation is realized.

Table 4. The HBase storage table of a road segment.

RowKey Stamp time

Column family Column family

Attribute Value MSO Value
Road Section ID VT Attribute:Name the name MSO LID1

LID2 
LID3 ⋯

Attribute:Type the type
Attribute:Width the width
Attribute:Length⋯ the length⋯

Table 5. The example and the index values corresponding to the example.

Example table The index value corresponds to example table 

RowKey Column family:qualifier RowKey Column family:qualifier
Value 1 Row 21 Row 21 Value 1
Value 1 Row 23 Row 22 Value 2
Value 2 Row 22 Row 23 Value 1
Value 2 Row 25 Row 24 Value 3
Value 3 Row 24 Row 25 Value 2

Start
Query initiated 

by client
Trigger ScannerOpen 

interface

Overload 
ScannerOpen 

Create 
scanner

Traverse IndexFile 
based on column family

Find the corresponding 
index value

Query context based 
on index value

Is the index 
context empty? Find actual data Return client End

No 

Yes 

Figure 8. Index query flow chart.
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5.3.  Experimental environment and result

The experimental environment is constructed in the Hadoop 2.4.0 distributed cluster. Five 
servers under the same gigabit switch are used for the experiment. The configuration of 
each server includes an Intel four-core 2.3 GHz processor with a 4 GB memory, 500 GB hard 
disk space and a CentOS 7.0 operating system. The HBase version is HBase 0.98. Meanwhile 
Oracle 10 g and ArcSDE spatial databases are established using the same configured server.

This study used urban road data in Guilin, China, as an example. The size of the data is 
approximately 1.9 GB and they contain 957,460 surface vectors. Each data vector contains 20 
fields, such as the location of the road, the time of construction and the administrative area. 
The data are stored in the Oracle database and the HBase database. First, 200 rectangular 
areas with different sizes are set up, where the size of each rectangle contains different 
amounts of data. Then, the spatial query experiment in Oracle is performed and the database 
is distributed, subsequently, by utilizing the client for the simulation of multiple users. The 

Input query information

Submit query request 

Start the MapReduce module

Read a record from HBase

Whether it matches 
the keyword?

Import temporary 
files into HBase 

Visualize the output

No correlation 
matching is indicated 

Write keyvalue pairs 
into temporary files 

Yes 

Whether to query 
the next record? 

Start 

No 

Yes 

No 

End 

Figure 9. GIS spatial-temporal data query implementation process.
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concurrency level varies when using more threads. The model runs every 20 min, continuously, 
under different concurrency levels and calculates the average time for each spatial query. The 
temporal consumption results in two system architectures at different concurrent levels, as 
shown in Figure 10.

The results show that the spatial query efficiency in the distributed environment is much 
higher than that in the single environment. Specifically, when the number of concurrent 
levels increases, the impact of the concurrent query efficiency increases, but the impact on 
a distributed environment is lower than that on a single environment. The main reasons are 
as follows.

(1) � HBase is a memory-based data-access mechanism. The data are stored in the mem-
ory after reading the data table file into HDFS, and the memory access speed is much 
higher than with the disk; therefore, the efficiency of the memory access has greatly 
improved compared to the Oracle method, which uses disk access.

(2) � A distributed environment reduces the system load. Spatial querying is a data- 
intensive operation, and the largest part of the system load is the I/O operation of 
the disk file. In a distributed environment, the disk I/O pressure is distributed to each 
database server, which causes the impact of the concurrent operation on the overall 
efficiency to be lower than that with the single environment. The number of con-
current requests in the overall system is greater than that in the single environment.

(3) � Spatial elements are stored in rows, and each row stores the value of a field in the 
HBase. The number of records that need to be retrieved is reduced when no fields 
are queried, which causes the query to be faster than when querying all fields.

Time consumption during a concurrent spatial query in the two system architectures is 
shown in Figure 10, where (a) represents different spatial query times in the two system 
architectures; to give a clearer illustration of the gap between the two storage environments, 
(b) represents the difference value (D-value) of the spatial query times in the two system 
architectures. The details are as follows.

Figure 10. (a) Spatial query temporal comparison in two system architectures; (b) D-value of the spatial-
temporal queries in two system architectures.
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As shown in Figure 10(a), with an increase in concurrency, the query time of the two 
storage structures is increased; however, the HBase environment increases slowly, and the 
query speed is much faster than that of the Oracle environment. According to Figure 10(b), 
it can be seen that when the number of concurrency levels is higher, the gap between the 
two storage environments becomes more obvious. The experimental results show that a 
distributed environment can improve the storage and query efficiency of massive spatial 
data, and HBase guarantees a fast response when substantial concurrent data access is 
provided. It provides a solution to improve the data access efficiency of massive geographic 
spatial-temporal information.

6.  Conclusions

Data storage based on HBase has been widely used in the computing field. An efficient 
organization method to manage spatial-temporal data is established by combining the 
principles of HBase with the characteristics of geographic spatial-temporal information. The 
key part is that an MSO is stored as the smallest unit in the HBase table. The physical structure 
of the HBase storage module is designed to realize the storage process of the spatial-tem-
poral information. An efficient organization method for geographic spatial-temporal infor-
mation based on HBase can not only represent the complexity of the GIS spatial-temporal 
information, but it also takes advantages of the HBase databases. It provides a new technical 
method that solves the management of spatial-temporal data when constructing a ‘smart 
city’. However, with the development of the Internet, the complexity of the real world, and 
the diversity of users’ needs, the complex information sharing and management methods 
and data security protection require further study.
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